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Citizen trust in Artificial Intelligence (Al)
applications and data driven technologies is at
the forefront of ethical guidelines, principles,
and future Al legalisation. The creation of
successful products and services that benefit
people and society requires many diverse
citizen voices which are often absent from R&D
processes and wider public discourse. Citizens
need to have the opportunity and confidence
to engage with researchers and innovators
through a shared language and understanding
of the relationship between data and Al.

Funded by the Alan Turing Institute, the UK’s
national institute for data science and artificial
intelligence (Al), through its Public Engagement
Grant award 2022 we established a Greater
Manchester (GM) People’s Panel for Al

(PPfAI) to empower traditionally marginalised
communities to contribute to Al research

and development. We reached out to two

GM communities: The Tatton in Salford and
Inspire in Levenshulme. Neither community
had previously engaged with the research

and development sector. A key motivation for
this project was to build people’s confidence
question how their data and Al is being used by
businesses through an increased understanding
of data and Al technology.

Starting in July 2022, we ran three interactive
community roadshows that explored how

Al impacts people’s everyday lives, debated
technology use over a range of applications,
and heard very diverse opinions. During the Al
Roadshows we recruited nine citizens to join
the People’s Panel. The People’s Panel recruits
then completed two days of training about

key aspects of data, Al and ethics, including
learning the Open Data Institutes Consequence
Scanning toolkit. Four GM People’s Panel for Al
sessions were held where tech businesses and
researchers pitched their ideas/products and
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were subject to intensive questioning by the
People’s Panel.

To sustain the panel, we have co-developed
with panel members, businesses and

the Greater Manchester Equality Alliance
(GM=EqAlI) (which works with marginalised
communities to influence regional policy
making) to develop a People’s Panel for

Al Terms of Reference which is freely
available.

After taking part, panel members reported
an increase in confidence in being able

to question businesses and researchers.
Businesses heard a diverse stakeholder
voice on the ethical impacts of their products
/ services which have and are leading to
changes from product design considerations
to ethical practices.
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This booklet showcases the
experiences of the citizens who were
trained and took part in the People’s
Panel for Al and also the Businesses
and Researchers who see building
trust in Al as fundamental in building
responsible tech. Most importantly,
these case studies give people a
voice.

We hope these stories will inspire other
businesses and researchers in Greater
Manchester and beyond on their own
ethical data and Al journeys.

We also hope it encourages more citizens
to consider training up to be a part of
future People’s Panels for Al. There are no
barriers to participation.

















































so close to the technology. We did not want to talk
at people. Even though there’s quite a lot to say,

trying to reduce content whilst remaining inclusive
was quite difficult, so we put a lot of information on
the slides so people could read at their own pace.

How does your business use data in the con-
text of Al model building?

We don't believe necessarily in using open-source
data to train models because we believe that the
kind of bias and potential harms that can come
from that will be much more of a higher risk. We
embed ethics in what we do, so we have developed
relationships with organisations and use their data
under a secure environment and contract.

Why did you get involved with the People’s
Panel?

The founders of the company have very much
wanted to develop an ethical company culture right
from the very start so we all share the same vision.
We embed ethics into our company culture in terms
of how we work, how we present ourselves and how
we work with others. At the core we all want to do
better for citizens, so the concept of the People’s
Panel was really interesting. To have people that
are disconnected from the development explore the
idea - they might not be engaging with the service
that we’re working towards at the moment, but that
doesn’t mean that their values and concerns are not
valid.

What did you learn from the experience?

One of the things that really stood out to us was the
quality of the feedback that we were getting, the
quality of the questions that were asked and the
level of engagement from panel was just incredible.
You know, explaining relatively complex technology
can get really dry and boring. Having questions from
another perspective, definitely introduced some
learnings for us.

What will be the impact of taking part in the
panel on your business?

We have already actioned one point from the panel
with regards to the Compassionate Appreciator. We
also have looked at the right to be forgotten and the
impact of removal of datasets from training lifecyc-
les. The feedback has filtered down through the
team in terms of how we’re talking about risks and
mitigations and what that might all look like. It has
given us an expanded language.

What do you see as the barriers to adoption of
the People’s Panel?

Time. Taking out time to commit to something like
this is going be a big ask for some organisations.

| think smaller organisations might not see it as
problematic though. It could provide smaller orga-
nisations that competitive edge. | also think that
businesses need more time to explain or demon-
strate their product in the Panel schedule — it would
be a shame if companies felt that the time was too
restrictive for them to explain a bigger, multimodal
service for example.

Do you see the People’s Panel as a mecha-
nism towards building trustworthy and ethical
tech?

| think it's got the potential to be a little bit of a
disruptor for software development life cycles and

| totally welcome that. If you imagine what the star-
t-up and SME scene looks like, it is quite a rapid de-
velopment life cycle and there’s a lot of models that
already exist or open models, or things that you can
build upon, there’s the danger to just rush through.
However, for an organisation of a certain size, it's
difficult to engage with users - you might not have
means and you might not have the key relation-
ships. If you had a service where you can just book
and go pitch an idea to gain feedback from real
citizens, then | think the People’s Panel has a place
and can go a long way, definitely.

Whether the People’s Panel is a way to build trust
for Al or data-driven tech in general is a broad
question with a multifaceted answer. The benefits of
Al are clear, | think, but it's how risk and harm are
identified and mitigated. It's about understanding
what the user values and concerns are that under-
pin any kind of risk or harm. Then the next part is
OK, well, how do we mitigate whilst also delivering
against business objectives? It's an interesting grey
area that | think still needs to be properly explored
by those who position themselves within an emer-
ging Ethical Al Market.

Would you recommend the panel to other Al
businesses?

Absolutely. Within the NHS landscape you already
have patient and public engagement and involve-
ment which is usually a cohort of lived-experience
patients for a specific pathway that you're wor-
king on. But there is nothing equally this robust
that exists beyond public service, so to have the
People’s Panel as a service for the private sector
is really important and a great next step towards
developing ethical Al. So, I'm a big supporter and
big advocate and yes, | will definitely be recom-
mending it.

I’'m interested to see how we could tie this service
in with part of the Ethical Digital service that we're
developing.






present to a client. If | was talking to our clients, |
would deal with it differently and | like to feel that |
took into consideration the breadth of experience
and the different types of people in the audience.

| assumed that they were laypeople from different
backgrounds, so | changed how | would typically
communicate and used more visual aids rather than
just words and statistics.

How does your business use data in the
context of Al model building?

We use personal data such as the name, date of birth,
addresses, etc. to match people who have previously
been found to be fraudulent by companies. We then
create rules, and we share knowledge from the rules with
clients, but we don’t share the raw data. We use su-
pervised machine learning and have explored the use of
anomaly detection. We ensure that public sector data and
private sector data is kept separate.

Why did you get involved with the People’s
Panel?

| always feel like Al has a bad reputation and people
always put in the news about how Al is impacting and in-
fringing on their rights. Al has previously been found to be
biased towards people (age, colour, ethnicity for instan-
ce), but then there’s a lot of good things that it does. So,

| like to try to put out a positive image that Al, although

it can be bad in the wrong hands, can actually be really
useful and helpful to everyone too. Additionally, I’'m quite
ethical. Let’s understand and conceptualise what data
we should be using rather than just say “we’ve got all this
data let’s throw it in and build a model”.

What did you learn from the experience?

The perceptions people have. The People’s Panel asked
a couple of questions that even | didn’t think about. One
of the questions someone mentioned was how do you
handle data from deceased people, which I've never real-
ly considered. We went back after the Panel and checked
and found that we have a process, but it's something |
never truly thought about, so it was nice to get someone
else’s perspective and thoughts and that obviously helped
me too.

| don'’t think there’s any questions that | thought, oh, this
is a pointless question. There were one or two questions
which | took away as interesting thoughts that | needed to
look into, so it was really helpful in that aspect.

What will be the impact of taking part in the
panel on your business?

Not much impact on Precision as the product is alrea-
dy established. From a Marketing perspective it is very
good that we took part: we go above and beyond our
ethical requirements.

| didn’t expect the panellists to be as knowledgeable
or to ask certain questions. Maybe | would have pre-
sented it with a more technical approach than keeping
it high level if | was to do it again.

What do you see as the barriers to ad-
option of the People’s Panel?

The challenge is in the representation on the People’s
Panel. How do you get people together for the panel
with the various ranges of ethnicities, different ranges
of knowledge and understanding especially when they
may be retired, at university, work shifts in a supermar-
ket, etc. all in the same room at the same time.

Do you see the People’s Panel as a me-
chanism towards building trustworthy and
ethical tech?

At Synectics Solutions, we already follow an ethical
approach as part of our culture. For example, we build
explainable models and we remove data values that
shouldn’t be in there that we deem as unethical or
unnecessary.

| think the People’s Panel is really good for the concept
you’re trying to achieve.

One of the limitations is it not being all inclusive and
getting different people’s perspectives and opinions. |
therefore think you should consider having a range of
experts within the field as well within that panel becau-
se even as an expert | learn from the laypeople , as
the laypeople will learn from the experts. You’ve got
that scale of knowledge, and everyone can learn from
each other. You have different nationalities, you have
different age ranges, you've got people with disabi-
lities. Why shouldn’t expertise be incorporated as well?
They have opinions on learned life lessons over the
years. But overall, | think the concept of the panel is
really good and would benefit a lot of companies that
are concerned.

Would you recommend the panel to other
Al businesses?

Yes, as mentioned before, | think it could be
beneficial. | mentioned what | think its limitation
is: not having the full range of expertise within
the panels. Again, you might struggle to get
someone with expertise willing to give up their
time. | think overall it could be beneficial if this
was a new product, | could see how it could help
people starting up as well.















People-powered Al:
responsible research
and innovation through
community ideation and
involvement

Our SME partners involved in the People’s Panel for Artificial
Intelligence
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FIND OUT MORE

For more information about this booklet and our work in ethical Al at Manchester
Metropolitan University, please email ai.ethics@mmu.ac.uk

Find out more:
@ The Alan Turing Institute: https://www.turing.ac.uk/
@ GMVCO: https://www.gmcvo.org.uk/

@ Scientia Scripta: https://www.scientiascripta.co.uk

Manchester Metropolitan University All Saints

Manchester
M15 6BH
(v) (@ ERLYEIp
Bl @manmetuni
@manmetuni
B The Manchester Metropolitan University
O ManMetUni

Find more contact details at
@ https://Iwww.mmu.ac.uk/contact-us

We are committed to ensuring that all of our materials are accessible.
This brochure is available in an electronic format.
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